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Abstract 

Misinformation often continues to influence people’s reasoning even after it has been corrected. Therefore, an impor‑
tant aim of applied cognition research is to identify effective measures to counter misinformation. One frequently 
recommended but hitherto insufficiently tested strategy is source discreditation, that is, attacking the credibility 
of a misinformation source. In two experiments, we tested whether immediate source discreditation could reduce 
people’s subsequent reliance on fictional event-related misinformation. In Experiment 1, the discreditation targeted 
a person source of misinformation, pointing to a conflict of interest. This intervention was compared with a com‑
monly employed message-focused correction and a combination of correction and discreditation. The discreditation 
alone was effective, but less effective than a correction, with the combination of both most effective. Experiment 
2 compared discreditations that targeted a person versus a media source of misinformation, pointing either to a 
conflict of interest or a poor track record of communication. Discreditations were effective for both types of sources, 
although track-record discreditations were less effective when the misinformation source was a media outlet com‑
pared to a person. Results demonstrate that continued influence of misinformation is shaped by social as well as cog‑
nitive factors and that source discreditation is a broadly applicable misinformation countermeasure.
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Introduction
Misinformation can lead people to form false beliefs and 
distort their understanding of events (Ecker et al., 2022). 
When misinformation relates to important domains such 
as health, politics, or science, it can be harmful at a soci-
etal level (Bennett & Livingston, 2018; Bursztyn et  al., 
2020; Lewandowsky et  al., 2017, 2023, 2024; Loomba 
et  al., 2021; Poland & Spier, 2010; Simonov et  al., 2022; 

Swire-Thompson & Lazer, 2020; Tay et al., 2024; van der 
Linden et  al., 2017). Therefore, finding the most effec-
tive strategies to counter misinformation is an impor-
tant focus of contemporary research (Ecker et  al., 2022; 
Ha et  al., 2021; Kozyreva et  al., 2022; Ziemer & Roth-
mund, 2024). One commonly recommended but under-
researched approach is to discredit misinformation 
sources (Lewandowsky et al., 2020; Paynter et al., 2019). 
Here, we examine the efficacy of source discreditation in 
countering misinformation and contrast it with the well-
established approach of debunking (see Prike & Ecker, 
2023 for a review).

While pre-emptive misinformation interventions are 
increasingly being explored—such as those that aim to 
equip information consumers with the skills to iden-
tify misleading argumentation in order to inoculate 
them against future misdirection (Cook et  al., 2017; 
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Lewandowsky & van der Linden, 2021)—the retrospec-
tive correction (or “debunking”) of false claims is still an 
important tool for fact-checkers and communicators if 
the first line of defense is not implemented or success-
ful (Prike & Ecker, 2023). Debunking is also generally 
more effective at reducing belief in specific claims than 
pre-emptive skill-based interventions, making it par-
ticularly important for countering harmful misinforma-
tion (Chan & Albarracín, 2023; Walter et  al., 2020). A 
pervasive challenge for debunking interventions is the 
robust finding that even after misinformation has been 
credibly corrected, people often continue to rely on it 
in their thinking and reasoning—a phenomenon known 
as the continued influence effect (Chan et  al., 2017; 
Ecker et  al., 2022; Johnson & Seifert, 1994; Walter & 
Tukachinsky, 2020). Continued influence effects may be 
particularly pronounced with delayed corrections (Wal-
ter & Tukachinsky, 2020) but generally arise regardless 
of the interval between misinformation and correction 
(Ahn et  al., 2023; Rich & Zaragoza, 2020). As such, the 
present study focused on immediate corrections, which 
often occur in the real world when an initial false claim 
is instantly rebutted in a conversation or an article pre-
senting different viewpoints, or when a social media 
user reads a post and a corrective comment in direct 
succession.

From a theoretical perspective, continued influence 
has been linked to failures of memory integration and 
retrieval—specifically incomplete integration of correc-
tive information within the relevant mental model (e.g., 
a mental event model; Bower & Morrow, 1990; Johnson-
Laird, 1994), or selective retrieval of the misinformation 
without the associated corrective information during 
(event-related) reasoning (for a review, see Ecker et  al., 
2022). However, it is widely acknowledged that social fac-
tors also shape misinformation impacts.

One social factor known to affect reliance on corrected 
misinformation is source credibility, which refers to the 
perceived trustworthiness and expertise of a message 
source (Pornpitakpan, 2004). Source credibility has been 
found to influence persuasion through multiple differ-
ent mechanisms (Briñol & Petty, 2009). For example, it 
can bias the cognitive evaluation of a message or affect 
the degree of confidence people have in their evaluation 
(Tormala et  al., 2007). It can also serve as a heuristic, 
guiding acceptance or rejection of the persuasive mes-
sage, especially if the recipient lacks time or motivation 
to engage analytically with the message (Metzger & Fla-
nagin, 2013; Petty et al., 1981). In line with this, substan-
tial evidence suggests that source credibility affects initial 
belief in true and false information (e.g., Nadarevic et al., 
2020; Swire et al., 2017; Zhu et al., 2010). It is also known 
that the impact of retracted misinformation on people’s 

reasoning is diminished when they are suspicious of 
the misinformation source’s motives (Fein et  al., 1997; 
Lewandowsky et al., 2005), and that credibility of the cor-
rection source influences correction effectiveness, (Ama-
zeen & Krishna, 2023; Ecker & Antonio, 2021; Guillory 
& Geraci, 2013; van der Meer & Jin, 2020; Vraga & Bode, 
2017, 2018; Wood et  al., 2023). Source credibility also 
features prominently in theoretical models of continued 
influence that focus on the rationality of belief updating 
in light of new evidence. Such models propose that mis-
information will have continued, post-correction influ-
ence on reasoning to the extent that the misinformation 
is perceived as more reliable than the correction (Con-
nor Desai et al., 2020; also see O’Rear & Radvansky, 2020; 
Zmigrod et al., 2023).

Considering these findings together, explicitly dis-
crediting a misinformation source in order to reduce 
its credibility has been one recommended component 
of best-practice debunking approaches (Lewandowsky 
et  al., 2020; Paynter et  al., 2019). Walter and Tukachin-
sky (2020) suggested that undermining the credibility of a 
misinformation source (e.g., by highlighting a conflict of 
interest) may assist individuals to dismiss misinformation 
by offering an explanation as to why the misinformation 
was initially provided. However, only limited research has 
empirically investigated the efficacy of this approach.

A study by Campos-Castillo and Shuster (2021) found 
that source discreditation indeed reduces perceived 
source credibility. However, it is important to take inves-
tigations beyond direct effects on perceived credibility 
to demonstrate downstream impacts on misinformation 
reliance. In this vein, Westbrook et al. (2023) found that 
not only did a correction affect the perceived credibility 
of a misinformation source, but adding an explicit source 
discreditation made a correction more effective. This is in 
line with a number of other investigations that included 
source discreditation alongside content-focused correc-
tions as an element of a successful debunking interven-
tion (e.g., MacFarlane et  al., 2021; Paynter et  al., 2019; 
Tay et  al., 2022). A recent study conducted in a simu-
lated social media environment found that the presence 
of source-credibility information boosted participants’ 
discernment between true and false social media posts 
(Prike et  al., 2023). The authors argued that this effect 
was in part driven by a correlation between source-
credibility scores and the veracity of the online post.1 In 
other words, the greater a source’s credibility score, the 
more accurate their information was perceived to be. In 

1  In part, the effect was likely also driven by the presence of explicit cred-
ibility signals in the environment leading participants to generally consider 
post-veracity more thoroughly (in a manner similar to accuracy nudges, e.g., 
see Butler et al., 2024; Pennycook et al., 2020).
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a forensic context, Lagnado and Harvey (2008) found 
that discrediting a crime witness led mock jurors to dis-
miss their evidence (also see Fein et al., 1997). The per-
haps strongest evidence for the efficacy of discreditations 
comes from a study by Barnes et  al. (2018), who found 
that attacking the trustworthiness of a scientist (e.g., by 
pointing to a conflict of interest or past data fabrication) 
reduced belief in misleading claims made by the scientist 
as much as directly challenging the veracity of the claims 
themselves. However, attacking the scientist’s compe-
tence (e.g., stating they were a “sloppy” researcher or had 
a degree from a university with low standards) had no 
effect.

By contrast, a recent study found that labeling a piece of 
misinformation as the result of either intentional decep-
tion or accidental error had no impact on correction 
effectiveness (Connor Desai & Reimers, 2023). Likewise, 
Wood et al. (2023) found that debunking COVID-19 mis-
information reduced misperceptions (as long as the cor-
rection source was credible) but that directly discrediting 
sources of vaccine misinformation (i.e., anti-vaxxers) had 
no effect on participants’ misperceptions. Overall, there 
is therefore tentative but somewhat inconclusive evi-
dence regarding the efficacy of source discreditation as 
a debunking tool, especially when used as a stand-alone 
intervention in the absence of a content-focused correc-
tion targeting the misinformation directly. The focus of 
Experiment 1 was thus to conduct a rigorous test of the 
effectiveness of source discreditations to reduce misin-
formation impacts, given the lack of solid evidence in the 
existing literature.

One additional consideration is that news reports are 
often not provided by people but by media sources, and 
evidence regarding source-credibility effects in media 
contexts is even less conclusive. On the one hand, peo-
ple do take source reputation into account when evaluat-
ing media sources (Metzger & Flanagin, 2013) and tend 
to distrust and avoid unfamiliar or disreputable news 
sources (Pennycook & Rand, 2019; Peterson & Allamong, 
2022). Further, some studies have found that news items 
are perceived as more truthful when they come from 
reputable news sources rather than fictitious ones (Bauer 
& Clemm von Hohenberg, 2021; Nadarevic et al., 2020). 
Kim et al. (2019) investigated the impact of labeling fic-
tional news headlines with source reputation ratings, 
finding that headlines were generally less believable when 
attributed to sources with poor reputation (vs. unlabeled 
or highly rated sources). Similarly, Heinbach et al. (2018) 
reported that news articles are more persuasive when 
they come from a high- versus low-credibility media 
source.

On the other hand, the credibility of media sources 
has sometimes been found not to influence content 

processing (Austin & Dong, 1994; Shen et al., 2019; Ster-
rett et al., 2019; Tsang, 2021). For instance, Peterson and 
Allamong (2022) found that political news exerted simi-
lar effects on readers’ opinions regardless of whether the 
source was an established or an unfamiliar media out-
let. In a field experiment, Aslett et al. (2022) found that 
badges signaling the credibility of media sources online 
failed to affect participants’ belief in both true and false 
claims from low-quality sources. Furthermore, several 
studies have failed to show that headline veracity judg-
ments are affected by source information (Clayton et al., 
2019; Pennycook & Rand, 2020). For example, Dias et al. 
(2020) demonstrated that varying the visibility of news 
source information alongside news headlines had no sig-
nificant effect on their perceived veracity, suggesting that 
participants generally attended more to headline plausi-
bility rather than source credibility. Furthermore, Win-
tersieck et al. (2021) found that the efficacy of fact-checks 
of political advertisement claims was only modestly 
impacted by the perceived credibility of the correction 
source, with the effect driven mainly by partisan congeni-
ality, that is, the ideological congruence of the participant 
and the media source providing the correction.

Thus, overall, it appears that the credibility of media 
sources has less of an impact on the acceptance of misin-
formation compared to the credibility of person sources. 
Experiment 2 therefore replicated Experiment 1 but 
extended it by contrasting discreditations of person ver-
sus media sources.

Experiment 1
Experiment 1 was designed to test whether source dis-
creditation as a stand-alone intervention can reduce 
misinformation reliance. It additionally aimed to com-
pare the effectiveness of source discreditation versus 
message-focused correction and to test whether a com-
bined approach of correcting and discrediting is more 
powerful than either strategy in isolation (as suggested 
by Westbrook et al., 2023). To this end, participants were 
provided with fictional news reports that (in the experi-
mental conditions) contained a critical piece of informa-
tion deemed to be false. This misinformation was then 
either retracted, the source of the misinformation was 
discredited, or both, or neither. Discreditations were 
designed specifically to lower perceived trustworthiness, 
by detailing a conflict of interest, as research has sug-
gested that trustworthiness is a primary dimension of 
credibility (Barnes et  al., 2018; Ecker & Antonio, 2021; 
Guillory & Geraci, 2013; McGinnies & Ward, 1980; but 
also see Susmann & Wegener, 2023b). Participants’ sub-
sequent reliance on the misinformation was measured 
using inferential reasoning questions about the events 
described in the reports.
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There were two main hypotheses: It was predicted that 
both individual debunking interventions (correction and 
discreditation) would reduce misinformation reliance 
relative to a no-intervention (misinformation) condition 
(H1; in line with Barnes et  al., 2018). Second, the com-
bination of correction and source discreditation was 
expected to provide the greatest reduction in misinfor-
mation reliance (H2; in line with Westbrook et al., 2023; 
note that we expected this combined effect to be sub-
additive). There were two secondary hypotheses: Correc-
tions were expected to reduce misinformation reliance 
more effectively than discreditations (H3), given that a 
correction inevitably also subtly discredits a misinforma-
tion source to some degree (i.e., any correction implies 
that the source was untrustworthy at least on this occa-
sion). Moreover, as even effective debunking strategies 
typically do not eliminate misinformation reliance (Ecker 
et  al., 2010; Walter & Tukachinsky, 2020), a continued 
influence effect was expected relative to a no-misinfor-
mation control condition (H4).

Method
Experiment 1 used a 2 × 2 plus control within-subjects 
design, with conditions relating to whether misinforma-
tion content was corrected (no/yes) and whether the mis-
information source was discredited (no/yes). The control 
condition used materials not containing any misinforma-
tion, correction, or discreditation.

Participants
An a priori power analysis conducted using G*Power 3 
(Faul et al., 2007) indicated that a minimum sample size 
of 200 was required to detect a difference between two 
conditions of effect size f = 0.2 (α = 0.05; 1 – β = 0.8).2 
To ensure ample power, a total of 300 US-based Pro-
lific (www.​proli​fic.​com) users with a minimum platform 
approval rating of 95% were recruited. Eight participants 
were excluded based on inconsistent responding between 
normal and reverse-coded items, as per an a priori exclu-
sion criterion (see Supplement for details, available at 
https://​osf.​io/​vqth3/). No participants were excluded due 
to the additional criterion of self-rated “poor” or “fair” 
English proficiency (Likert scale 1 = poor to 5 = excel-
lent). The final sample size for analysis was thus N = 292. 
The sample comprised 167 female, 119 male, and 4 non-
binary participants; 2 participants did not state their 
gender. Age ranged from 19 to 77  years (M = 40.31; 
SD = 13.94).

Materials
An example article with all test questions is provided in 
Table 3; all articles and test questions can be found in the 
Supplement.

Articles. Participants were presented with five fictional 
news articles on current affairs. Topics included meno-
pause treatments (allegedly now including a drug initially 
developed for high blood pressure), construction of a 
new mine in Western Australia (allegedly safeguarding 
local Indigenous rock art), renewal of a beachside suburb 
(allegedly accompanied by an increasing burglary rate), 
a Canadian band canceling a concert (allegedly because 
they split up), and a London restaurant closing (allegedly 
due to a vermin infestation). Explicitly political topics 
were avoided to prevent participants’ political affiliations 
or beliefs from potentially impacting results.

Each article existed in five versions, corresponding to 
the five conditions (control, misinformation, correction, 
discreditation, and combined). In the no-misinformation 
control condition, the article contained only generic 
information deemed to be factual (e.g., descriptions of 
menopausal symptoms and treatments). In the misin-
formation condition, the article included information 
deemed false, which was not challenged (e.g., a health 
researcher claiming that “a drug called Cendexyl, ini-
tially developed to treat low blood pressure, has also been 
found to be an effective treatment for menopause symp-
toms”). The correction condition included the misinfor-
mation plus a statement from a seemingly knowledgeable 
source correcting it (e.g., a gynecologist stating that it 
is incorrect that Cendexyl is an effective treatment for 
menopause symptoms and that “based on the overall evi-
dence available, this is just entirely false”). In the discredi-
tation condition, the misinformation was followed by a 
statement accusing the misinformation source of having 
vested interests (e.g., the gynecologist explaining that 
there was a conflict of interest because the researcher 
did not disclose funding by the pharmaceutical company 
behind Cendexyl). The discreditation stimuli were pilot 
tested to establish that they affected perceived source 
credibility (see Supplement for details). The combined 
condition included the misinformation plus both the cor-
rection and the source discreditation. All interventions 
also stated that the initial information provided should be 
disregarded. The assignment of articles to conditions and 
the presentation order of articles and conditions were 
counterbalanced using a Graeco-Latin square; thus, par-
ticipants were randomly allocated to one of five survey 
versions, and each participant read five articles—one per 
condition.

Test questionnaire. To measure how much participants 
relied on the misinformation in their reasoning, they 
were given a questionnaire that featured a set of questions 2  Note that all hypotheses relate to a difference between two conditions; the 

power analysis therefore applies to all hypotheses.

http://www.prolific.com
https://osf.io/vqth3/


Page 5 of 18Ecker et al. Cognitive Research: Principles and Implications            (2024) 9:52 	

relating to each article (see Supplement). Each question 
set comprised five inferential reasoning questions; these 
were presented individually and used 11-point Likert 
scales (e.g., “Cendexyl treatments should be covered by 
health insurance for menopausal symptoms”—“Strongly 
Disagree” [0] to “Strongly Agree” [10]); two questions per 
question set were reverse coded (e.g., “Doctors should 
refrain from prescribing Cendexyl for menopause.”—
“strongly disagree” [0] to “strongly agree” [10]). All test 
questions were presented for a minimum of 3  s before 
participants were able to proceed.

Procedure
The survey was built with Qualtrics (Qualtrics, Provo, 
UT, USA). Participants were first presented with an eth-
ics-approved information sheet and provided informed 
consent by ticking a box in the online survey. Participants 
then received the five articles in an order determined 
by the randomly allocated survey version. Reading was 
self-paced, but each article was presented for a mini-
mum time (set at approximately 150 ms per word). Next, 
participants completed a brief 1-min distractor task (a 
word puzzle) and then answered the questionnaire, with 
the order of the five question sets corresponding to the 
sequence of articles. Prior to completing each question-
naire, participants were provided with a short recap of 
the article content (e.g., “Think back to the article you 
read on menopause treatments while completing the fol-
lowing questions.”). All participants were provided with 
a debriefing sheet emphasizing that the articles were 
entirely fictitious and explaining the design, purpose, and 
potential benefits of the experiment (following best-prac-
tice guidelines; Greene et al., 2023). Median completion 

time was 10 min; participants were paid £1.35 (approxi-
mately US$1.56).

Results
Prior to conducting any analyses, scores associated with 
reverse-coded questions were reverse scored so that 
higher scores represented greater misinformation reli-
ance across all items. As mentioned earlier, eight par-
ticipants who responded inconsistently to normal versus 
reverse-coded items were excluded from analysis (see 
Supplement for details).

Misinformation reliance scores were computed by 
averaging responses to the inferential reasoning ques-
tions for each condition. Scores thus ranged from 0 to 
10, with higher scores indicating stronger misinforma-
tion reliance. Results are shown in Fig.  1. A one-way 
repeated measures ANOVA (Huynh–Feldt corrected for 
sphericity violation) was conducted to compare misinfor-
mation reliance across conditions. This revealed a signifi-
cant main effect of condition, F(4, 1164) = 95.85, ε = 0.97, 
p < 0.001, ηp

2 = 0.25. An additional 2 × 2 repeated meas-
ures ANOVA focussing on the experimental conditions 
with factors correction (no/yes) and discreditation (no/ 
yes) yielded main effects of correction, F(1, 291) = 154.25, 
p < 0.001, ηp

2 = 0.35, and discreditation, F(1, 291) = 85.32, 
p < 0.001, ηp

2 = 0.23, as well as a significant interaction, 
F(1, 291) = 29.76, p < 0.001, ηp

2 = 0.09. This showed that 
both a correction and a source discreditation had an 
effect and that a discreditation affected misinformation 
reliance differently depending on whether a correction 
was paired with it.

To test the hypotheses directly, planned contrasts 
were conducted, applying Holm–Bonferroni correction 
for multiple comparisons for each hypothesis-specific 

Fig. 1  Mean misinformation reliance across conditions in Experiment 1. Note. Error bars show 95% confidence intervals
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family of contrasts. Results are reported in Table 1. First, 
to establish whether the interventions were individually 
effective (H1), we tested whether correction and discred-
itation reduced misinformation reliance independently 
relative to the no-intervention misinformation condi-
tion. As predicted, misinformation reliance was higher 
in the misinformation condition (M = 6.87) compared 
to the correction (M = 4.62) or discreditation conditions 
(M = 5.17). Second, we tested whether the combination 
of interventions was more effective than their individual 
application (H2); the combined condition (M = 4.17) 
was contrasted with the discreditation and correction 
conditions. The combined intervention reduced misin-
formation reliance more than either correction or dis-
creditation alone (note that the significant interaction 
in the 2 × 2 ANOVA mentioned earlier showed that the 
effect of the combined interventions was sub-additive, as 
predicted). Third, correction and discreditation condi-
tions were contrasted to determine their relative efficacy 
(H3), revealing that the correction reduced misinfor-
mation reliance more than discreditation, as expected. 
Finally, the control condition (M = 4.11) was compared to 
each of the intervention conditions (correction, discredi-
tation, and combined) to investigate whether there was a 
continued influence effect (i.e., significant misinforma-
tion reliance post-intervention; H4). This hypothesis was 
only partially supported: While the correction and dis-
creditation conditions were significantly different from 
control, which is evidence of continued influence, the 
combined intervention eliminated misinformation reli-
ance entirely.3

Discussion
Experiment 1 tested if source discreditation is effective as 
an individual debunking strategy, and whether combin-
ing source discreditation with a correction can further 
reduce the continued influence of misinformation rela-
tive to the individual interventions. Results showed that 
both content-focused correction and source discredita-
tion resulted in significant reductions in misinformation 
reliance, in line with Barnes et  al. (2018). The observed 
efficacy of source discreditation demonstrates that indi-
viduals consider source characteristics when evaluating 
messages, consistent with research on the influence of 
source credibility on misinformation belief (Nadarevic 
et al., 2020; Swire et al., 2017; Zhu et al., 2010). The find-
ing that the combination of correction and discredita-
tion provided the most effective debunking corroborates 
recommendations for approaches that incorporate both 
strategies (MacFarlane et  al., 2021; Paynter et  al., 2019; 
Tay et al., 2022; Westbrook et al., 2023).

The heightened power of the combined approach may 
be explained by the simple fact that it provides a stronger 
intervention that targets both content and messenger. A 
discreditation might also make a correction more memo-
rable or might reduce the psychological discomfort asso-
ciated with a correction (Susmann & Wegener, 2022; 
Westbrook et  al., 2023). Additionally, there may also be 
individual differences in who responds to various strat-
egies. Speculatively, trait- or state-based differences in 
message versus source orientation may also be relevant 
in this context: Individuals attuned to information verac-
ity may be more open to correction than discreditation, 
whereas individuals who strongly value honesty may 
respond more readily to discreditations. Alternatively, 
the observed sub-additivity may also be explained by 
a functional floor effect, given the use of Likert scales, 
which tend to show central tendency bias. As such, future 
research may consider alternative measures (e.g., open-
ended questions).

Table 1  Planned contrasts on misinformation reliance scores in Experiment 1

* Statistical significance post-Holm–Bonferroni adjustment

Hypothesis Contrast F(1, 291) ηp
2 P

H1 Misinformation versus correction 157.13 0.531  < 0.001*

Misinformation  versus  discreditation 110.07 0.274  < 0.001*

H2 Combined  versus  correction 7.62 0.026 0.006*

Combined  versus  discreditation 36.12 0.110  < 0.001*

H3 Correction  versus  discreditation 9.61 0.032 0.002*

H4 Control  versus  correction 11.51 0.038  < 0.001*

Control  versus  discreditation 45.90 0.136  < 0.001*

Control  versus  combined 0.15 0.001 0.699

3  Supplementary analyses including survey version as a factor showed that 
while there were slight differences in how the interventions affected mis-
information reliance scores across various scenarios, there was reasonable 
consistency, with even the poorest performing correction and discreditation 
significantly reducing misinformation reliance when compared to no-inter-
vention (see Supplement for details).
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Moreover, as predicted, corrections were found to be 
slightly more effective than discreditations, potentially 
because corrections more directly countered the misin-
formation in a way that was specifically relevant in terms 
of the inferential reasoning measure applied. It may also 
be the case that corrections are more effective because 
they tend to include subtle, implicit discreditation. How-
ever, this finding would need to be replicated with differ-
ent materials before any strong conclusions can be drawn 
(cf. Barnes et al., 2018). Finally, while corrections and dis-
creditations both resulted in some remnant misinforma-
tion reliance when compared to control (i.e., continued 
influence effects), the combined condition reduced mis-
information reliance down to control levels. It is rare that 
debunking interventions are able to completely eliminate 
continued influence (e.g., see Ecker et al., 2010; Walter & 
Tukachinsky, 2020). In the current study, this was likely 
due to (1) the strength of the combined intervention and 
(2) the relatively high misinformation reliance in the con-
trol condition given the plausible nature of the misinfor-
mation used. Thus, there may be benefit in replication 
with open-ended questions (e.g., see Autry & Duarte, 
2021; Prike et al., 2023a, 2023b) or less plausible materi-
als (e.g., see Hinze et al., 2013).

In sum, Experiment 1 found discrediting a person 
source to be an effective intervention to reduce misinfor-
mation reliance. In real-world contexts, however, news 
reports are often provided by media sources. This is an 
important consideration, because the evidence regarding 
source-credibility effects in media contexts is overall less 
conclusive, leading some to argue that the credibility of 
media sources may have less impact on the acceptance 
of misinformation than the credibility of person sources 
(Ecker et al., 2022). Thus, it is unclear whether source dis-
creditation is effective when the misinformation source is 
a media outlet as opposed to a person. The primary aim 
of Experiment 2 was to address this question.

Experiment 2
The primary aim of Experiment 2 was to investigate 
whether discrediting a media source (as opposed to an 
individual source) can reduce subsequent misinforma-
tion influence. A secondary aim was to contrast discredi-
tations that highlighted a conflict of interest with those 
that highlighted a track record of misleading communi-
cation. In the real world, discreditations may be more 
likely to rely on track-record information, as information 
regarding a specific conflict of interest is often unavail-
able. It was assumed that discreditations highlighting a 
poor track record may be less effective because they are 
less specific. It was further assumed that the superior-
ity of highlighting a conflict of interest over a poor track 
record may be especially prominent for media sources. 

Media outlets may not be held to the same standards as 
people because they disseminate vast quantities of infor-
mation, often by different authors, and often report on 
evolving events where information deemed correct at any 
given time may later turn out to be inaccurate (Lewan-
dowsky et al., 2012; Porlezza & Russ-Mohl, 2012).

Participants read a series of fictional news articles, 
adapted from Experiment 1, containing a piece of mis-
information originating from either a person or a media 
outlet. This misinformation was followed by a statement 
discrediting the misinformation source by indicating 
they had a conflict of interest or a history of making false 
claims. Two control conditions provided either just the 
misinformation with no discreditation (the misinforma-
tion condition) or neither the misinformation nor a dis-
creditation (the no-misinformation control condition). 
As Experiment 2 contrasted person and media misinfor-
mation sources, an unspecified discreditation source was 
chosen so as not to introduce any asymmetry or added 
complexity to the design. Post-intervention reliance 
on misinformation was again assessed with inferential 
reasoning questions. Additionally, two questionnaires 
assessed perceived source credibility: one measured 
credibility of the misinformation source directly, while 
the other measured participants’ belief in new claims 
made by the misinformation source.

It was hypothesized that misinformation reliance and 
perceived source credibility would be reduced when the 
person or media outlet was discredited by pointing to 
a conflict of interest (H1a) or poor track record (H1b), 
relative to the misinformation condition. Secondly, it 
was predicted that the conflict-of-interest discredita-
tion would be more effective at reducing misinforma-
tion reliance and source credibility than the track-record 
discreditation (H2). This prediction was made because a 
conflict of interest is a more specific reason to mistrust 
the source on the particular topic, whereas pointing to a 
poor track record may simply create the expectation that 
some claims from the relevant source may be false. Based 
on the above-mentioned assumption that people are held 
to higher standards than media outlets, the track-record 
discreditation was expected to be relatively less effective 
with a media source in particular, that is, an interaction 
was predicted such that the track-record discreditation 
would be more effective at reducing misinformation reli-
ance and source credibility when the misinformation 
source was a person as opposed to a media outlet (H3). 
Finally, a secondary hypothesis was that there would gen-
erally be a continued influence effect for misinformation 
reliance in the conflict-of-interest (H4a) and track-record 
(H4b) discreditation conditions relative to the no-mis-
information control (i.e., the interventions would not be 
fully effective).



Page 8 of 18Ecker et al. Cognitive Research: Principles and Implications            (2024) 9:52 

Method
Experiment 2 used a 4 × 2 mixed factorial design, with 
the within-subjects factor condition (no-misinformation 
control; misinformation; conflict-of-interest discredi-
tation; track-record discreditation) and the between-
subjects factor misinformation source (person; media 
outlet).

Participants
In line with Experiment 1, a sample of 600 US-based 
Prolific users were recruited; the minimum platform 
approval rating was set to 97%. Based on a priori exclu-
sion criteria, 11 participants were excluded for failing 
more than one attention check question, and 25 partici-
pants were excluded based on inconsistent responding 
between normal and reverse-coded items. An additional 
exclusion criterion of self-rated English proficiency 
as “poor” or “fair” on a 5-point Likert scale (1 = poor 
to 5 = excellent) did not apply to any participants. The 
final sample thus comprised N = 564 participants, who 
were randomly allocated to one of the two misinforma-
tion source groups (with the constraint of roughly equal 
group sizes): person (n = 281) and media outlet (n = 283). 
The sample included 299 males, 252 females, 11  non-
binary participants, and two transgender men. Age range 
was 19–98 years (M = 44.19, SD = 14.59).

Materials
An example article with all test questions is provided in 
Table 4; all articles and test questions can be found in the 
Supplement.

Articles. Three fictional news articles were adapted 
from Experiment 1 (topics: menopause treatment; new 
mine site; suburb burglary rate), and a new article was 
generated on a historic building (allegedly facing demoli-
tion due to safety concerns). There were eight versions of 
each article, defined by the 4 × 2 design. The no-misinfor-
mation control versions contained only generic informa-
tion deemed to be factual. All other versions contained a 
piece of information deemed to be false that was attrib-
uted to either a person (e.g., “research fellow Dr Alana 
Rivett”) or a fictitious media outlet (e.g., “Frontier Maga-
zine”). In the misinformation versions, this information 
was not challenged. In the discreditation versions, the 
misinformation was followed by a statement discredit-
ing the misinformation source by indicating they either 
had a conflict of interest (e.g., they received funding from 
“Biotech Innovate, a pharmaceutical trade group heav-
ily engaged in pharmaceutical lobbying”) or had a poor 
track record (e.g., they had a history of making “false, 
unfounded, and misleading claims”). The assignment 
of articles to conditions and the presentation order of 

articles and conditions were counterbalanced across 
participants using a Graeco-Latin square design; thus, 
participants in each misinformation source group were 
randomly allocated to one of four survey versions, and 
each participant read four articles—one per condition.

Test questionnaires. As an attention check to ensure 
adequate encoding, participants were required to 
respond to a set of four multiple-choice questions, one 
per article (e.g., “What was the topic of the 1st article 
you read?” a. Menopause; b. Depression; c. Acne; d. Hair 
loss). Additionally, participants completed three test 
questionnaires targeting inferential reasoning, source 
credibility, and new claim beliefs, respectively. Each 
questionnaire featured a set of questions relating to each 
article. All questions were presented on individual pages. 
The first questionnaire was identical to the questionnaire 
used in Experiment 1 but featured one additional inferen-
tial reasoning question per article (i.e., a total of six). The 
second questionnaire contained three questions regard-
ing the credibility of the specific misinformation source 
presented in each article. Participants were asked to rate 
each source’s credibility as a source of information in the 
general domain of the misinformation claim (e.g., “How 
much would you trust what Dr Alana Rivett says about 
women’s health treatments in the future?”; 0 = not at all 
to 10 = very much). Across articles, the questions were 
identical except for the source and topic information 
provided. One question per article was reverse coded 
(e.g., “In future, Frontier Magazine should be considered 
an unreliable source of information on women’s health 
treatments”; 0 = Strongly Disagree to 10 = Strongly Agree). 
The final questionnaire presented three new claims per 
article, broadly related to the corresponding article’s mis-
information claim, and asked participants to rate their 
belief in each claim, assuming it was made by the respec-
tive misinformation source (e.g., “If Frontier Magazine 
were to make the following claim, to what extent would 
you believe it? The new drug Tofasidone promises to be 
highly effective in reducing the symptoms of polycystic 
ovary syndrome”; 0 = not at all to 10 = very much). All 
questions are provided in the Supplement.

Procedure
The procedure was similar to Experiment 1, with some 
key differences. First, participants were randomly 
assigned to one of the two misinformation source groups 
(person vs. media outlet) and then to one of the four cor-
responding survey versions. Immediately after reading 
all articles, participants completed the attention check 
questions, in the same order as the articles. Participants 
then completed the one-minute distractor task, after 
which they completed the inferential reasoning question-
naire. This was followed by the source-credibility and 
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new claim questionnaires, which were presented in an 
interleaved fashion to optimize survey flow, that is, par-
ticipants answered all remaining questions relating to 
each article (i.e., source-credibility and new claim ques-
tions regarding the first article) before proceeding to the 
next set of questions (i.e., source-credibility and new 
claim questions regarding the second article, and so on). 
Again, the order of the individual question sets within 
each questionnaire followed the order the articles were 
presented in. Participants received an additional prompt 
reminding them of the relevant article’s topic and misin-
formation source before each source-credibility question-
naire (e.g., “Please think back to the article on menopause 
and respond to the following questions about Frontier 
Magazine, which spoke about the search for menopause 
treatments”). Median completion time was 16 min; par-
ticipants were paid £2.25 (approx. US$2.87).

Results
After reverse scoring the responses to reverse-coded 
items, inconsistent responders on either inferential rea-
soning or source-credibility questionnaire were identified 
and excluded from analysis (n = 25; see Supplement for 
details).

Misinformation reliance
Mean misinformation reliance scores were again calcu-
lated and are presented in Fig. 2. A 4 (condition: no-mis-
information control, misinformation; conflict-of-interest 
discreditation; track-record discreditation) × 2 (misin-
formation source: person, media outlet) within-between 
ANOVA returned significant main effects of condition, 

F(3,  1686) = 171.53, ε = 0.98, p < 0.001, ηp
2 = 0.23, and 

misinformation source, F(1, 562) = 10.24, p = 0.001, 
ηp

2 = 0.02. There was no statistically significant interac-
tion, F(3, 1686) = 2.27, p = 0.080.4

To directly test the specific hypotheses, a set of Holm–
Bonferroni-corrected planned contrasts were conducted. 
The results are reported in the top panel of Table 2. First, 
to test whether the discreditation interventions were 
effective, each discreditation condition was contrasted 
with the misinformation condition for each misinforma-
tion source group. Both the conflict-of-interest (person, 
M = 5.09; media outlet, M = 5.18) and the track-record 
discreditations (person, M = 4.71; media outlet, M = 5.30) 
reduced misinformation reliance relative to the misin-
formation condition (person, M = 6.63; media outlet, 
M = 6.71), supporting H1a and H1b.

Second, for each group, the relative efficacy of the 
discreditation interventions was investigated by con-
trasting conflict-of-interest and track-record discredi-
tation conditions. In the person group, the contrast 
was significant, with misinformation reliance unexpect-
edly lower in the track-record discreditation condition. 
In the media outlet group, the difference was clearly 
non-significant. Accordingly, hypothesis H2 that the 

Fig. 2  Mean misinformation reliance across conditions in Experiment 2. Note. CoI, conflict of interest; TR, track record. Error bars show 95% 
confidence intervals

4  Supplementary analyses including survey version as a factor showed that 
while there were slight differences in how the interventions affected mis-
information-reliance scores across various scenarios, there was reasonable 
consistency, with even the poorest performing discreditations significantly 
reducing misinformation reliance when compared to no-intervention (see 
Supplement for details).
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conflict-of-interest discreditation would be more effec-
tive than the track-record discreditation was rejected.

Third, an interaction contrast compared the misin-
formation and track-record discreditation conditions 
across groups to test if the efficacy of a track-record 
discreditation varied across misinformation sources. 
Consistent with H3, the interaction was significant; the 
track-record discreditation was more effective when 
the misinformation source was a person as opposed to 
a media outlet.

Finally, to test for a continued influence effect, planned 
contrasts were conducted to compare each discredita-
tion condition against the no-misinformation control for 
each misinformation source group. Misinformation reli-
ance was significantly greater in all discreditation condi-
tions relative to control (person, M = 3.90; media outlet, 
M = 4.28); thus, a continued influence effect was present, 
and H4a and H4b were supported.

Source credibility and new claim belief
Source-credibility and new claim belief ratings were cal-
culated, for each condition, as the mean of the responses 
to the three respective questions. Both ratings ranged 
from 0 to 10, with higher scores indicating greater per-
ceived credibility of the misinformation source. Results 
are shown in Figs. 3 and 4. Given similarity of measures 
and results, they are discussed jointly. A 4 (condition) × 2 
(misinformation source) ANOVA on source-credibil-
ity ratings revealed significant main effects of condi-
tion, F(3,  1686) = 232.05, ε = 0.91, p < 0.001, ηp

2 = 0.292, 
and misinformation source, F(1, 562) = 7.80, p = 0.005, 
ηp

2 = 0.014, as well as a small but significant interac-
tion, F(3, 1686) = 6.73, p < 0.001, ηp

2 = 0.012. This sug-
gested that the impact of the discreditation on perceived 
source credibility was somewhat greater when the source 
was a person versus a media outlet, especially for track-
record discreditations. With regard to new claim belief 

Table 2  Planned contrasts in Experiment 2

Hyp., hypothesis; CoI, conflict of interest; TR, track record; Discred., Discreditation

*Statistical significance after Holm–Bonferroni correction

Hyp Contrast Group F(1, 562) ηp
2 p

Misinformation reliance scores

H1a Misinformation versus CoI Discred Person 105.34 0.158  < 0.001*

Media 103.64 0.156  < 0.001*

H1b Misinformation  versus  TR Discred Person 134.61 0.193  < 0.001*

Media 72.95 0.115  < 0.001*

H2 CoI Discred.  versus  TR Discred Person 5.21 0.009 0.023*

Media 0.50 0.001 0.481

H3 Misinformation  versus  TR Discred Person  versus  Media 4.80 0.008 0.029*

H4a Control  versus  CoI Discred Person 49.18 0.080  < 0.001*

Media 28.48 0.048  < 0.001*

H4b Control  versus  TR Discred Person 26.65 0.045  < 0.001*

Media 42.43 0.070  < 0.001*

Source-credibility ratings

H1a Misinformation  versus  CoI Discred Person 189.09 0.252  < 0.001*

Media 122.28 0.179  < 0.001*

H1b Misinformation  versus TR Discred Person 289.96 0.340  < 0.001*

Media 132.87 0.191  < 0.001*

H2 CoI Discred.  versus  TR Discred Person 19.27 0.033  < 0.001*

Media 1.10 0.002 0.295

H3 Misinformation  versus  TR Discred Person  versus  Media 15.41 0.027  < 0.001*

New claim belief ratings

H1a Misinformation  versus  CoI Discred Person 74.43 0.117  < 0.001*

Media 67.08 0.107  < 0.001*

H1b Misinformation  versus  TR Discred Person 144.81 0.205  < 0.001*

Media 75.72 0.119  < 0.001*

H2 CoI Discred.  versus TR Discred Person 12.79 0.022  < 0.001*

Media 0.31 0.001 0.577

H3 Misinformation  versus  TR Discred Person  versus  Media 5.67 0.010 0.018*
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ratings, there was a significant main effect of condition, 
F(3,  1686) = 100.74, ε = 0.98, p < 0.001, ηp

2 = 0.152, and a 
marginal effect of misinformation source, F(1, 562) = 4.14, 
p = 0.042, ηp

2 = 0.01, again suggesting stronger discredita-
tion impact for person versus media sources, but no sig-
nificant interaction, F(3, 1686) = 2.50, p = 0.059.

The results of planned Holm–Bonferroni-corrected 
contrasts are reported in the lower two panels of Table 2. 
First, the effectiveness of each discreditation intervention 

was investigated by contrasting each discreditation con-
dition against the misinformation condition for each 
misinformation source group. The conflict-of-interest 
discreditation condition was significantly lower than 
the misinformation conditions for both source-credi-
bility ratings (person, M = 6.56 vs. M = 4.26; media out-
let, M = 6.48 vs. M = 4.64) and new claim belief ratings 
(person, M = 5.86 vs. M = 4.60; media outlet, M = 5.89 
vs. M = 4.70). The track-record discreditation conditions 

Fig. 3  Mean source credibility across conditions in Experiment 2. Note. CoI, conflict of interest; TR, track record. Error bars show 95% confidence 
intervals

Fig. 4  Mean new claim belief across conditions in Experiment 2. Note. CoI, conflict of interest; TR, track record. Error bars show 95% confidence 
intervals
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were also associated with significantly lower source-cred-
ibility ratings (person, M = 3.59; media outlet, M = 4.48) 
and new claim belief ratings (person, M = 4.10; media 
outlet, M = 4.63) relative to the misinformation condi-
tions. Thus, consistent with H1a and H1b, source-credi-
bility and new claim belief ratings were reduced in both 
discreditation conditions.

To compare the discreditation interventions, the con-
flict-of-interest discreditation condition was contrasted 
with the track-record discreditation condition for each 
misinformation source group. In the person group, 
source-credibility and new claim belief ratings were sig-
nificantly lower in the track-record discreditation condi-
tion; in the media outlet group, there was no significant 
difference between the conditions. Therefore, H2—that 
ratings would be lower in the conflict-of-interest discred-
itation condition—was rejected.

Finally, to test the hypothesis that a track-record dis-
creditation would have a stronger effect with a person 
versus media misinformation source, planned interaction 
contrasts compared the misinformation and track-record 
discreditation conditions across groups. Both contrasts 
were significant; thus, consistent with H4, the track-
record discreditation was more effective in reducing 
source credibility and new claim beliefs if the misinfor-
mation source was a person rather than a media outlet.

Discussion
Experiment 2 investigated whether the media is more 
resilient to discreditation than person sources and if 
highlighting a conflict of interest or a track record of 
misleading communication was a better source discredi-
tation tool. Consistent with Experiment 1, discrediting 
either a person or media outlet reduced their perceived 
credibility (in line with Campos-Castillo & Shuster, 
2021) and misinformation reliance (in line with Barnes 
et al., 2018). Given the inconclusive evidence from prior 
research regarding source-credibility effects in media 
contexts, it is useful to have obtained direct evidence 
that discreditations can be effective in reducing reli-
ance on misinformation spread by a media outlet. It is 
possible that some of the conflicting findings in the lit-
erature resulted from methodological differences. For 
example, while the present study provided detailed and 
specific information relevant to the credibility of the mis-
information source, other studies that found no effect of 
news source information simply enhanced the salience 
of source information (e.g., Dias et al., 2020) or provided 
abstract credibility ratings (e.g., Kim et al., 2019). More-
over, while the timing of the discreditations used in the 
current study required participants to retrospectively 
update their beliefs, it also made it likely that participants 
gave the discreditations undiluted attention. By contrast, 

source cues provided concurrently with a message, head-
line, or claim—as used in previous research—need to 
compete for attention. Future research could develop 
less-detailed discreditations that would allow for testing 
the effects of concurrent versus retrospective presenta-
tion in the same study. For instance, “conflict of inter-
est” or “poor track-record” warnings could be displayed 
alongside versus following simulated social media posts.

The observed reduction in participants’ beliefs in new 
claims made by the discredited source suggests that dis-
creditation effects can generalize to new claims and top-
ics. In this respect, discreditations might be similar to 
inoculation interventions, which educate people about 
common misinformation tactics with the hope of reduc-
ing susceptibility to new misinformation encountered in 
the future (e.g., Lewandowsky & van der Linden, 2021).

It was further predicted that identifying a conflict of 
interest would be more impactful than pointing out a 
poor track record of communication because the for-
mer provides a specific reason to mistrust the source. 
However, the two types of intervention were found to 
be similarly effective (in fact, when discrediting a per-
son, the track-record discreditation was slightly more 
effective). This is inconsistent with the notion that pro-
viding a motive for the dissemination of falsehoods is a 
particularly useful means to reduce perceived source 
credibility (Campos-Castillo & Shuster, 2021). However, 
the strength of any intervention is determined by vari-
ous factors, and therefore, no firm general conclusions 
regarding relative efficacy can be drawn from one specific 
instantiation.

Moreover, as expected, track-record discreditations 
were more effective when the misinformation source 
was a person rather than a media outlet, corroborating 
the idea that media outlets may not be held to the same 
standards as people in this regard. Considering the sheer 
quantity of information media outlets publish, the time 
pressure they are under to do so, the variety of authors 
and editors at any given outlet, and the fact that media 
often report on evolving scenarios where information 
initially considered accurate may later turn out to be 
inaccurate (Lewandowsky et  al., 2012; Porlezza & Russ-
Mohl, 2012), the dissemination of misinformation may be 
perceived as less intentional, more excusable, and more 
variable. It should be noted, however, that the observed 
interaction effects were associated with small effect sizes 
and therefore may not be of much practical significance.

Finally, as predicted and in line with previous research, 
neither intervention entirely eliminated the continued 
influence of misinformation (Walter & Tukachinsky, 
2020). The continued influence effects observed in this 
study might have resulted from the probabilistic nature 
of the discreditations, which may have contributed to 
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uncertainty about whether or not the misinformation 
claim was indeed false (Connor Desai et al., 2020; Zmi-
grod et al., 2023). The fact that discreditations in Experi-
ment 2 were not attributed to a specific source may have 
added to this uncertainty, although it is also possible that 
it may have enhanced demand effects, given that some 
participants may have perceived the experimenter as the 
discreditation source; however, given the close match of 
results across the two experiments, it seems unlikely that 
the lack of discreditation source in Experiment 2 had a 
marked effect.

General discussion
In two experiments, this study provided evidence that 
source discreditations are an effective means to counter 
misinformation from both person and media sources. 
Experiment 1 demonstrated that discrediting a person 
source can reduce subsequent reliance on misinfor-
mation and can boost the efficacy of message-focused 
corrections. Experiment 2 replicated the effect of a stand-
alone discreditation; pointing to either a conflict of inter-
est or a poor track record of communication reduced 
subsequent reliance on misinformation from either per-
son or media sources, and reduced perceived source 
credibility. Track-record discreditations were less effec-
tive for media sources, presumably because it is accepted 
that media outlets sometimes “get it wrong.”

At a theoretical level, these results substantiate sug-
gestions that basic memory mechanisms alone cannot 
fully explain continued misinformation influence—fail-
ure to fully encode or retrieve corrective information 
can certainly contribute to continued influence effects, 
but clearly information evaluation plays a significant role 
as well. Therefore, models of continued influence need 
to account for additional factors, such as the impact of 
source characteristics on post-intervention misinforma-
tion reliance (e.g., Connor Desai & Reimers, 2023; Con-
nor Desai et  al., 2020; Ecker & Antonio, 2021; Ecker 
et  al., 2022; O’Rear & Radvansky, 2020; Susmann & 
Wegener, 2022). This stance acknowledges that correct-
ing misinformation presents a Bayesian inference prob-
lem in which the perceived reliability of the correction 
is weighed against the perceived reliability of the misin-
formation (Zmigrod et  al., 2023). While these findings 
may not be overly surprising, it is important to rigorously 
test even predictions that may appear obvious, because 
it is certainly not always the case that intuitions are con-
firmed by empirical research.

A clear practical implication of the findings is that dis-
crediting a misinformation source by attacking its credi-
bility can be an effective debunking intervention. Further, 
as shown by the new claim belief findings of Experiment 
2, highlighting a conflict of interest or a track record of 

inaccuracies may also provide benefits if a discredited 
source makes misleading claims in the future. However, 
potential ethical issues mean that discreditation inter-
ventions should be applied with caution. Specifically, the 
circumstances under which discrediting a source is justi-
fiable must be carefully considered, particularly when the 
veracity of a claim being made is unknown. Discredita-
tion is more justifiable if a source is a known and consist-
ent purveyor of disinformation or conspiracy theories; 
in such cases, it may be more resource efficient to attack 
their credibility than to fact-check each individual claim 
they make (Harambam & Aupers, 2021; Lewandowsky 
et al., 2024). Despite proponents of epistemic relativism 
proclaiming that establishing objective ground truths is 
difficult or even impossible, scientific and historic (or 
event-related) facts do exist (Moberger, 2022). There-
fore, if a person has a documented motivation to deny 
such facts, or a track record of doing so, it is arguably 
legitimate to point this out in the interest of open, can-
did, good faith debate, especially in situations where mis-
leading claims have the potential to cause harm (Ecker 
et al., 2024; Jacques et al., 2008; Lewandowsky et al., 2024; 
Oreskes & Conway, 2010; Proctor, 2011; also see Tay 
et al., 2024).

Naturally, care needs to be taken during implemen-
tation to ensure that the discreditations themselves 
are based on verified information and delivered in an 
appropriate and targeted manner, as disparaging state-
ments are likely to be ineffective (Wood et  al., 2023). It 
would also be inappropriate to discredit generally reliable 
sources on the basis of infrequent or unintentional past 
errors; such behavior—which may also be used by dis-
informers to maliciously attack trustworthy information 
sources—should therefore be condemned. When mes-
sage veracity is known, using source discreditations to 
bolster message-focused corrections (also see Westbrook 
et al., 2023) is perhaps more straightforwardly applied, as 
using multi-faceted interventions echoes existing recom-
mendations (Ecker et al., 2022; Lewandowsky et al., 2020; 
Paynter et  al., 2019). The Experiment 1 result that the 
combination was able to fully eliminate continued influ-
ence is promising in this regard.

Finally, several limitations must be noted. First and 
foremost, the current study purposefully used fictional 
materials to enhance experimental control and avoid top-
ics that may be associated with strong prior attitudes. 
However, in real-world situations, people will have rel-
evant pre-existing knowledge, beliefs, or attitudes toward 
the misinformation or its source, which may influence 
information processing (Susmann & Wegener, 2023a; 
Traberg & van der Linden, 2022; also see Ecker et  al., 
2022; Swire-Thompson et  al., 2020). Thus, while this 
study provides proof of concept, findings are unlikely to 
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generalize to all real-world situations in a straightfor-
ward manner. For example, discreditation efficacy will 
hinge on the discreditation source itself being viewed as 
at least somewhat credible. Moreover, in the real world, 
there can be a mismatch between source credibility and 
message veracity, that is, accurate information can come 
from a low-quality source, or a generally credible source 
can share incorrect information. Dias et  al. (2020) sug-
gested that such incongruence may interfere with a per-
son’s ability to assess information veracity. Future studies 
should therefore explore how discreditations function in 
such mismatch situations. Additionally, future research 
could investigate potential effects on behavioral meas-
ures, as well as the temporal stability of discreditation 
effects (both in terms of post-intervention delays and 
delays between misinformation exposure and discredi-
tation), which may be low due to reliance on potentially 
fragile source memory (also see Swire-Thompson et  al., 
2023; Tay et al., 2023).

Conclusion
In conclusion, these experiments offer compelling evi-
dence that discrediting sources can effectively counter 
misinformation originating from both individuals and 
media outlets. Additionally, effective source discredi-
tation can be achieved by either highlighting a specific 
conflict of interest or pointing to a track record of mak-
ing false claims. This supports using source discredita-
tion, either alone or in combination, as a strategy for 
combating misinformation, reducing the perceived 
credibility of dubious sources, and reducing reliance on 
new false claims those sources make in the future.

Appendix: Example articles and test questions 
from both experiments
See Tables 3 and 4.

Table 3  Example article and test questions, Experiment 1

Non-italicized text constitutes the no-misinformation control version; all other versions included this text. The italicized text was specific to the misinformation, 
correction, discreditation, and combined versions and is labeled accordingly. All correction and discreditation versions included the misinformation text. (R), reverse-
coded test questions

Information Text

Generic introductory information Menopause is the natural cessation of a woman’s menstrual cycle. Many women report discomfort related 
to menopausal symptoms such as hot flashes, insomnia, dry skin, and weight gain. A commonly prescribed 
treatment is hormonal replacement therapy, such as estrogenic creams and tablets
“With aging often comes disruption to our bodily systems and processes, particularly when women reach 
menopausal age,” says women’s health researcher Dr Alana Rivett. “Symptoms can be quite debilitating, so we 
are always looking for new treatments.”

Misinformation “Quite often we find that specific interventions can be used in the treatment of different conditions. That’s how we 
discovered that a drug called Cendexyl, initially developed to treat low blood pressure, is also an effective treatment 
for menopause symptoms.”

Correction However, according to gynecologist Dr Katherine Lyons, it is incorrect that Cendexyl is an effective treatment for 
menopause symptoms. “Based on the overall evidence available, this is just entirely false. Claims promoting Cen-
dexyl for menopause treatment should therefore be disregarded.”

Discreditation However, according to gynecologist Dr Katherine Lyons, Dr Rivett has a conflict of interest as she did not disclose 
that her research is funded by Pharmarix, the pharmaceutical company behind Cendexyl. “Dr Rivett’s claims pro-
moting Cendexyl to treat menopause should therefore be disregarded.”

Combined correction and discreditation However, according to gynecologist Dr Katherine Lyons, it is incorrect that Cendexyl is an effective treatment for 
menopause symptoms. “Based on the overall evidence available, this is just entirely false.” Further, Lyons states that 
Dr Rivett has a conflict of interest; she did not disclose that her research is funded by Pharmarix, the pharmaceuti-
cal company behind Cendexyl. “Dr Rivett’s claims promoting Cendexyl to treat menopause should therefore be 
disregarded.”

Generic concluding information As well as medical approaches, people can reduce some menopause symptoms through lifestyle changes 
like regular exercise, eating a balanced diet, and improving sleep hygiene. To understand the best way 
to manage your health, please seek the advice of your doctor

Inferential reasoning questions (1) “From Insomnia to Hot Flashes: Blood Pressure Meds Help with Menopause” would be an appropriate 
headline for this report. [Strongly Disagree (0)–Strongly Agree (10)]
(2) Cendexyl treatments should be covered by health insurance for menopausal symptoms. [Strongly Disa‑
gree (0)–Strongly Agree (10)]
(3) Doctors should refrain from prescribing Cendexyl for menopause. [Strongly Disagree (0)–Strongly Agree 
(10)] (R)
(4) I would not recommend Cendexyl to a relative or friend going through menopause. [Strongly Disagree 
(0)–Strongly Agree (10)] (R)
(5) How effective do you think Cendexyl is in the treatment of menopause symptoms? [Entirely Ineffective 
(0)–Very Effective (10)]



Page 15 of 18Ecker et al. Cognitive Research: Principles and Implications            (2024) 9:52 	

Acknowledgements
Nil.

Significance statement
Misinformation is a topic of considerable public concern. What makes misin‑
formation especially pernicious is that it often continues to influence people’s 
thinking even after it has been corrected. Therefore, an important aim of 
applied cognition research is to identify effective measures to counter misin‑
formation. One strategy that is frequently recommended to debunking prac‑
titioners but has not yet been sufficiently tested under controlled laboratory 

conditions is source discreditation, that is, attacking the credibility of a 
misinformation source. In two experiments, we tested whether discrediting 
a source could reduce the influence of (fictional) misinformation on people’s 
subsequent thinking. In Experiment 1, the discreditation targeted a person 
who spread misinformation, pointing to a conflict of interest. This interven‑
tion was compared with a commonly employed message-focused correction 
and a combination of both a correction and discreditation. The discreditation 
alone was effective, but less effective than a correction, with the combination 
of both most effective. Experiment 2 compared discreditations that targeted a 
person versus a media source of misinformation, pointing either to a conflict 

Table 4  Example article and test questions, Experiment 2

Non-italicized text constitutes the no-misinformation control version; all other versions included this text. The italicized text was specific to the misinformation and 
discreditation versions and is labeled accordingly. All discreditation versions included the misinformation text. CoI, conflict of interest; TR, track record; (R), reverse-
coded test questions; SOURCE, Dr Alana Rivett (person); Frontier Magazine (media outlet). New claim belief questions were prefaced by “If SOURCE were to make the 
following claim, to what extent would you believe it?”

Information Text

Generic introductory information With aging often comes disruption to our bodily systems and processes, particularly when women reach menopau‑
sal age. Menopause is the natural cessation of a woman’s menstrual cycle
Many women report discomfort related to menopausal symptoms such as hot flashes, insomnia, dry skin, 
and weight gain. A commonly prescribed treatment is hormonal replacement therapy, such as estrogenic creams 
and tablets. Symptoms can be quite debilitating, so pharmacologists are always looking for new treatments

Misinformation-Only—Person Quite often, specific interventions can be used in the treatment of different conditions. For example, research fellow Dr 
Alana Rivett stated that “a drug called Cendexyl, initially developed to treat low blood pressure, has also been found to be 
an effective treatment for menopause symptoms.”

Misinformation-Only—Media Quite often, specific interventions can be used in the treatment of different conditions. For example, Frontier Magazine 
recently reported that “a drug called Cendexyl, initially developed to treat low blood pressure, has also been found to be an 
effective treatment for menopause symptoms.”

CoI Discreditation—Person However, it has been pointed out that Dr Rivett has a conflict of interest; she receives funding from Biotech Innovate, a phar-
maceutical trade group heavily engaged in pharmaceutical lobbying. This calls into question Dr Rivett’s claims promoting 
Cendexyl to treat menopause

CoI Discreditation—Media However, it has been pointed out that Frontier Magazine has a conflict of interest; the magazine is partially funded by Bio-
tech Innovate, a pharmaceutical trade group heavily engaged in pharmaceutical lobbying. This calls into question Frontier 
Magazine’s claims promoting Cendexyl to treat menopause

TR Discreditation—Person However, it has been indicated that Dr Rivett has a history of making false, unfounded, and misleading claims. This raises 
doubts about Dr Rivett’s claims promoting Cendexyl to treat menopause

TR Discreditation—Media However, it has been indicated that Frontier Magazine has a history of publishing false, unfounded, and misleading claims. 
This raises doubts about Frontier Magazine’s claims promoting Cendexyl to treat menopause

Generic concluding information As well as medical approaches, people can reduce some menopause symptoms through lifestyle changes like regu‑
lar exercise, eating a balanced diet, and improving sleep hygiene. To understand the best way to manage your 
health, please seek the advice of your doctor

Inferential reasoning questions (1) “From Insomnia to Hot Flashes: Blood Pressure Meds Help with Menopause” would be an appropriate headline 
for this report. [Strongly Disagree (0)–Strongly Agree (10)]
(2) Cendexyl treatments should be covered by health insurance for menopausal symptoms. [Strongly Disagree (0)–
Strongly Agree (10)]
(3) Doctors should refrain from prescribing Cendexyl for menopause. [Strongly Disagree (0)–Strongly Agree (10)] (R)
(4) I would not recommend Cendexyl to a relative or friend going through menopause. [Strongly Disagree (0)–
Strongly Agree (10)] (R)
(5) It would be fine to market Cendexyl as a drug for menopause symptoms. [Strongly Disagree (0)–Strongly Agree 
(10)]
(6) How likely do you think it is that Cendexyl is effective in the treatment of menopause symptoms? [Very Unlikely 
(0)–Very Likely (10)]

Source-credibility questions (1) How much would you trust what SOURCE says about women’s health treatments in the future? [Not At All (0)–
Very Much (10)]
(2) How credible do you think SOURCE is generally as a source of information on women’s health treatments? [Not 
At All (0)–Very Much (10)]
(3) In future, SOURCE should be considered an unreliable source of information on women’s health treatments. 
[Strongly Disagree (0)–Strongly Agree (10)] (R)

New claim belief questions (1) The new drug Tofasidone promises to be highly effective in reducing the symptoms of polycystic ovary syn‑
drome. [Not At All (0)–Very Much (10)]
(2) Clinical trials demonstrate no currently available treatment shows satisfactory reduction in melasma, a skin condi‑
tion affecting approx. 2% of adult women in the US. [Not At All (0)–Very Much (10)]
(3) The side effects of drugs commonly used to delay premature labor in pregnant women have been vastly over‑
stated. [Not At All (0)–Very Much (10)]
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of interest or a poor track record of communication. Discreditations were 
effective for both types of sources, although track-record discreditations were 
less effective when the misinformation source was a media outlet compared 
to a person. Results demonstrate that continued influence of misinformation 
is shaped by social as well as cognitive factors and that source discreditation is 
a broadly applicable misinformation countermeasure.

Author contributions
Conception and design were performed by UE, TP, RS, AP, BST; funding by UE; 
data acquisition and analysis by RS, AP, UE; draft writing by UE, RS, AP; revision 
by TP, BST, UE.

Funding
The study was supported by the Australian Research Council grant 
FT190100708 awarded to the first author. BST was supported by a National 
Institutes of Health Pathway to Independence Award (R00CA248720). The 
funding bodies had no role in the design of the study and collection, analysis, 
and interpretation of data and in writing the manuscript.

Availability of data and materials
Materials and datasets generated and analyzed during the current study are 
available in the OSF repository at https://​osf.​io/​vqth3/. We note that for both 
experiments, we have reported all measures, conditions, data exclusions, and 
how sample sizes were determined.

Declarations

Ethics approval and consent to participate
Studies were approved by the Human Research Ethics Office of the University 
of Western Australia (approval RA/4/20/6423).

Consent for publication
Not applicable.

Competing interests
The authors declare no competing interests.

Received: 20 February 2024   Accepted: 25 July 2024

References
Ahn, S., Bergan, D. E., Ma, S., & Carnahan, D. (2023). Estimating the impact of 

immediate versus delayed corrections on belief accuracy. Communica-
tion Monographs, 90(3), 372–392. https://​doi.​org/​10.​1080/​03637​751.​2023.​
22027​28

Amazeen, M. A., & Krishna, A. (2023). Processing vaccine misinformation: Recall 
and effects of source type on claim accuracy via perceived motivations 
and credibility. International Journal of Communication, 17, 23.

Aslett, K., Guess, A. M., Bonneau, R., Nagler, J., & Tucker, J. A. (2022). News cred‑
ibility labels have limited average effects on news diet quality and fail to 
reduce misperceptions. Science Advances, 8(18), eabl3844. https://​doi.​org/​
10.​1126/​sciadv.​abl38​44

Austin, E. W., & Dong, Q. (1994). Source v. Content effects on judgments of 
news believability. Journalism Quarterly, 71(4), 973–983. https://​doi.​org/​
10.​1177/​10776​99094​07100​420

Autry, K. S., & Duarte, S. E. (2021). Correcting the unknown: Negated correc‑
tions may increase belief in misinformation. Applied Cognitive Psychology, 
35(4), 960–975. https://​doi.​org/​10.​1002/​acp.​3823

Barnes, R. M., Johnston, H. M., MacKenzie, N., Tobin, S. J., & Taglang, C. M. (2018). 
The effect of ad hominem attacks on the evaluation of claims promoted 
by scientists. PLoS ONE, 13(1), e0192025. https://​doi.​org/​10.​1371/​journ​al.​
pone.​01920​25

Bauer, P. C., & Clemm von Hohenberg, B. (2021). Believing and sharing informa‑
tion by fake sources: An experiment. Political Communication, 38(6), 
647–671. https://​doi.​org/​10.​1080/​10584​609.​2020.​18404​62

Bennett, W. L., & Livingston, S. (2018). The disinformation order: Disruptive 
communication and the decline of democratic institutions. European 

Journal of Communication, 33(2), 122–139. https://​doi.​org/​10.​1177/​02673​
23118​760317

Bower, G. H., & Morrow, D. G. (1990). Mental models in narrative comprehen‑
sion. Science (new York, N.y.), 247(4938), 44–48. https://​doi.​org/​10.​1126/​
scien​ce.​24036​94

Briñol, P., & Petty, R. E. (2009). Source factors in persuasion: A self-validation 
approach. European Review of Social Psychology, 20, 49–96. https://​doi.​org/​
10.​1080/​10463​28080​26436​40

Bursztyn, L., Rao, A., Roth, C. P., & Yanagizawa-Drott, D. H. (2020). Misinformation 
during a pandemic. National Bureau of Economic Research. https://​doi.​org/​
10.​3386/​w27417

Butler, L., Ecker, U., & Prike, T. (2024). The influence of level of misinformation on 
the effectiveness of a nudge-based misinformation intervention. https://​doi.​
org/​10.​31219/​osf.​io/​4emn2

Campos-Castillo, C., & Shuster, S. M. (2021). So what if they’re lying to us? 
Comparing rhetorical strategies for discrediting sources of disinformation 
and misinformation using an affect-based credibility rating. American 
Behavioral Scientist. https://​doi.​org/​10.​1177/​00027​64221​10660​58

Chan, M. S., & Albarracín, D. (2023). A meta-analysis of correction effects in 
science-relevant misinformation. Nature Human Behaviour, 7(9), 9. https://​
doi.​org/​10.​1038/​s41562-​023-​01623-8

Chan, M. S., Jones, C. R., Hall Jamieson, K., & Albarracín, D. (2017). Debunking: 
A meta-analysis of the psychological efficacy of messages countering 
misinformation. Psychological Science, 28(11), 1531–1546. https://​doi.​org/​
10.​1177/​09567​97617​714579

Clayton, K., Davis, J., Hinckley, K., & Horiuchi, Y. (2019). Partisan motivated 
reasoning and misinformation in the media: Is news from ideologically 
uncongenial sources more suspicious? Japanese Journal of Political Sci-
ence, 20(3), 129–142. https://​doi.​org/​10.​1017/​S1468​10991​90000​82

Connor Desai, S. A., Pilditch, T. D., & Madsen, J. K. (2020). The rational continued 
influence of misinformation. Cognition, 205, 104453. https://​doi.​org/​10.​
1016/j.​cogni​tion.​2020.​104453

Connor Desai, S. A., & Reimers, S. (2023). Does explaining the origins of mis‑
information improve the effectiveness of a given correction? Memory & 
Cognition, 51(2), 422–436. https://​doi.​org/​10.​3758/​s13421-​022-​01354-7

Cook, J., Lewandowsky, S., & Ecker, U. K. H. (2017). Neutralizing misinformation 
through inoculation: Exposing misleading argumentation techniques 
reduces their influence. PLoS ONE, 12, e0175799. https://​doi.​org/​10.​1371/​
journ​al.​pone.​01757​99

Dias, N., Pennycook, G., & Rand, D. G. (2020). Emphasizing publishers does 
not effectively reduce susceptibility to misinformation on social media. 
Harvard Kennedy School Misinformation Review. https://​doi.​org/​10.​37016/​
mr-​2020-​001

Ecker, U. K. H., & Antonio, L. M. (2021). Can you believe it? An investigation into 
the impact of retraction source credibility on the continued influence 
effect. Memory & Cognition, 49(4), 631–644. https://​doi.​org/​10.​3758/​
s13421-​020-​01129-y

Ecker, U. K. H., Lewandowsky, S., & Tang, D. T. W. (2010). Explicit warnings reduce 
but do not eliminate the continued influence of misinformation. Memory 
& Cognition, 38(8), 1087–1100. https://​doi.​org/​10.​3758/​MC.​38.8.​1087

Ecker, U. K. H., Lewandowsky, S., Cook, J., Schmid, P., Fazio, L. K., Brashier, 
N., Kendeou, P., Vraga, E. K., & Amazeen, M. A. (2022). The psychologi‑
cal drivers of misinformation belief and its resistance to correction. 
Nature Reviews Psychology, 1(1), 13–29. https://​doi.​org/​10.​1038/​
s44159-​021-​00006-y

Ecker, U. K. H., Roozenbeek, J., van der Linden, S., Tay, L. Q., Cook, J., Oreskes, N., 
& Lewandowsky, S. (2024). Misinformation remains a threat to democracy. 
Nature, 630(8015), 29–32. https://​doi.​org/​10.​1038/​d41586-​024-​01587-3

Faul, F., Erdfelder, E., Lang, A. G., & Buchner, A. (2007). G*Power 3: A flexible 
statistical power analysis program for the social, behavioral, and biomedi‑
cal sciences. Behavior Research Methods, 39(2), 175–191. https://​doi.​org/​
10.​3758/​BF031​93146

Fein, S., McCloskey, A. L., & Tomlinson, T. M. (1997). Can the jury disregard 
that information? The use of suspicion to reduce the prejudicial effects 
of pretrial publicity and inadmissible testimony. Personality and Social 
Psychology Bulletin, 23, 1215–1226.

Greene, C. M., de Saint Laurent, C., Murphy, G., Prike, T., Hegarty, K., & Ecker, U. 
K. H. (2023). Best practices for ethical conduct of misinformation research: 
A scoping review and critical commentary. European Psychologist, 28(3), 
139–150. https://​doi.​org/​10.​1027/​1016-​9040/​a0004​91

https://osf.io/vqth3/
https://doi.org/10.1080/03637751.2023.2202728
https://doi.org/10.1080/03637751.2023.2202728
https://doi.org/10.1126/sciadv.abl3844
https://doi.org/10.1126/sciadv.abl3844
https://doi.org/10.1177/107769909407100420
https://doi.org/10.1177/107769909407100420
https://doi.org/10.1002/acp.3823
https://doi.org/10.1371/journal.pone.0192025
https://doi.org/10.1371/journal.pone.0192025
https://doi.org/10.1080/10584609.2020.1840462
https://doi.org/10.1177/0267323118760317
https://doi.org/10.1177/0267323118760317
https://doi.org/10.1126/science.2403694
https://doi.org/10.1126/science.2403694
https://doi.org/10.1080/10463280802643640
https://doi.org/10.1080/10463280802643640
https://doi.org/10.3386/w27417
https://doi.org/10.3386/w27417
https://doi.org/10.31219/osf.io/4emn2
https://doi.org/10.31219/osf.io/4emn2
https://doi.org/10.1177/00027642211066058
https://doi.org/10.1038/s41562-023-01623-8
https://doi.org/10.1038/s41562-023-01623-8
https://doi.org/10.1177/0956797617714579
https://doi.org/10.1177/0956797617714579
https://doi.org/10.1017/S1468109919000082
https://doi.org/10.1016/j.cognition.2020.104453
https://doi.org/10.1016/j.cognition.2020.104453
https://doi.org/10.3758/s13421-022-01354-7
https://doi.org/10.1371/journal.pone.0175799
https://doi.org/10.1371/journal.pone.0175799
https://doi.org/10.37016/mr-2020-001
https://doi.org/10.37016/mr-2020-001
https://doi.org/10.3758/s13421-020-01129-y
https://doi.org/10.3758/s13421-020-01129-y
https://doi.org/10.3758/MC.38.8.1087
https://doi.org/10.1038/s44159-021-00006-y
https://doi.org/10.1038/s44159-021-00006-y
https://doi.org/10.1038/d41586-024-01587-3
https://doi.org/10.3758/BF03193146
https://doi.org/10.3758/BF03193146
https://doi.org/10.1027/1016-9040/a000491


Page 17 of 18Ecker et al. Cognitive Research: Principles and Implications            (2024) 9:52 	

Guillory, J. J., & Geraci, L. (2013). Correcting erroneous inferences in memory: 
The role of source credibility. Journal of Applied Research in Memory and 
Cognition, 2(4), 201–209. https://​doi.​org/​10.​1016/j.​jarmac.​2013.​10.​001

Ha, L., Andreu Perez, L., & Ray, R. (2021). Mapping recent development in 
scholarship on fake news and misinformation, 2008 to 2017: Disciplinary 
contribution, topics, and impact. American Behavioral Scientist, 65(2), 
290–315. https://​doi.​org/​10.​1177/​00027​64219​869402

Harambam, J., & Aupers, S. (2021). From the unbelievable to the undeniable: 
Epistemological pluralism, or how conspiracy theorists legitimate their 
extraordinary truth claims. European Journal of Cultural Studies, 24(4), 
990–1008. https://​doi.​org/​10.​1177/​13675​49419​886045

Heinbach, D., Ziegele, M., & Quiring, O. (2018). Sleeper effect from below: 
Long-term effects of source credibility and user comments on the 
persuasiveness of news articles. New Media & Society, 20(12), 4765–4786. 
https://​doi.​org/​10.​1177/​14614​44818​784472

Hinze, S. R., Slaten, D. G., Horton, W. S., Jenkins, R., & Rapp, D. N. (2013). Pilgrims 
sailing the Titanic: Plausibility effects on memory for misinformation. 
Memory & Cognition, 42, 305–324.

Jacques, P. J., Dunlap, R. E., & Freeman, M. (2008). The organisation of denial: 
Conservative think tanks and environmental scepticism. Environmental 
Politics, 17, 349–385.

Johnson, H. M., & Seifert, C. M. (1994). Sources of the continued influence 
effect: When misinformation in memory affects later inferences. Journal of 
Experimental Psychology: Learning, Memory and Cognition, 20, 1420–1436.

Johnson-Laird, P. N. (1994). Mental models and probabilistic thinking. Cogni-
tion, 50(1), 189–209. https://​doi.​org/​10.​1016/​0010-​0277(94)​90028-0

Kim, A., Moravec, P. L., & Dennis, A. R. (2019). Combating fake news on social 
media with source ratings: The effects of user and expert reputation rat‑
ings. Journal of Management Information Systems, 36(3), 931–968. https://​
doi.​org/​10.​1080/​07421​222.​2019.​16289​21

Kozyreva, A., Lorenz-Spreen, P., Herzog, S., Ecker, U. K. H., Lewandowsky, S., 
Hertwig, R. (2022). Toolbox of interventions against online misinformation 
and manipulation. PsyArXiv. https://​doi.​org/​10.​31234/​osf.​io/​x8ejt

Lagnado, D. A., & Harvey, N. (2008). The impact of discredited evidence. 
Psychonomic Bulletin & Review, 15(6), 1166–1173. https://​doi.​org/​10.​3758/​
PBR.​15.6.​1166

Lewandowsky, S., Stritzke, W. G. K., Oberauer, K., & Morales, M. (2005). Memory 
for fact, fiction, and misinformation: The Iraq War 2003. Psychological Sci-
ence, 16(3), 190–195. https://​doi.​org/​10.​1111/j.​0956-​7976.​2005.​00802.x

Lewandowsky, S., Cook, J., Ecker, U., Albarracin, D., Amazeen, M., Kendou, P., 
Lombardi, D., Newman, E., Pennycook, G., Porter, E., Rand, D., Rapp, D., Rei‑
fler, J., Roozenbeek, J., Schmid, P., Seifert, C., Sinatra, G., Swire-Thompson, 
B., van der Linden, S., & Zaragoza, M. (2020). The Debunking Handbook 
2020. https://​doi.​org/​10.​17910/​b7.​1182

Lewandowsky, S., Ecker, U. K. H., Cook, J., van der Linden, S., Roozenbeek, J., 
Oreskes, N., & McIntyre, L. (2024). Liars know they are lying: Differentiating 
disinformation from disagreement. OSF. https://​osf.​io/​q7vbr

Lewandowsky, S., Ecker, U. K. H., & Cook, J. (2017). Beyond misinformation: 
Understanding and coping with the “post-truth” era. Journal of Applied 
Research in Memory and Cognition, 6, 353–369. https://​doi.​org/​10.​1016/j.​
jarmac.​2017.​07.​008

Lewandowsky, S., Ecker, U. K. H., Cook, J., van der Linden, S., Roozenbeek, J., & 
Oreskes, N. (2023). Misinformation and the epistemic integrity of democ‑
racy. Current Opinion in Psychology. https://​doi.​org/​10.​1016/j.​copsyc.​2023.​
101711

Lewandowsky, S., Ecker, U. K. H., Seifert, C., Schwarz, N., & Cook, J. (2012). 
Misinformation and its correction: Continued influence and successful 
debiasing. Psychological Science in the Public Interest, 13, 106–131.

Lewandowsky, S., & van der Linden, S. (2021). Countering misinformation and 
fake news through inoculation and prebunking. European Review of Social 
Psychology, 32(2), 348–384. https://​doi.​org/​10.​1080/​10463​283.​2021.​18769​
83

Loomba, S., de Figueiredo, A., Piatek, S. J., de Graaf, K., & Larson, H. J. (2021). 
Measuring the impact of COVID-19 vaccine misinformation on vaccina‑
tion intent in the UK and USA. Nature Human Behaviour, 5(3), 337–348. 
https://​doi.​org/​10.​1038/​s41562-​021-​01056-1

MacFarlane, D., Tay, L. Q., Hurlstone, M. J., & Ecker, U. K. H. (2021). Refuting spuri‑
ous COVID-19 treatment claims reduces demand and misinformation 
sharing. Journal of Applied Research in Memory and Cognition, 10, 248–258. 
https://​doi.​org/​10.​1037/​h0101​793

McGinnies, E., & Ward, C. D. (1980). Better liked than right: Trustworthiness and 
expertise as factors in credibility. Personality and Social Psychology Bulletin, 
6(3), 467–472. https://​doi.​org/​10.​1177/​01461​67280​63023

Metzger, M. J., & Flanagin, A. J. (2013). Credibility and trust of information in 
online environments: The use of cognitive heuristics. Journal of Pragmat-
ics, 59, 210–220. https://​doi.​org/​10.​1016/j.​pragma.​2013.​07.​012

Moberger, V. (2022). The truth about objective truths. Free Inquiry, 42(6), 32.
Nadarevic, L., Reber, R., Helmecke, A. J., & Köse, D. (2020). Perceived truth 

of statements and simulated social media postings: An experimental 
investigation of source credibility, repeated exposure, and presentation 
format. Cognitive Research: Principles and Implications, 5(1), 56. https://​doi.​
org/​10.​1186/​s41235-​020-​00251-4

O’Rear, A. E., & Radvansky, G. A. (2020). Failure to accept retractions: A contribu‑
tion to the continued influence effect. Memory & Cognition, 48, 127–144. 
https://​doi.​org/​10.​3758/​s13421-​019-​00967-9

Oreskes, N., & Conway, E. M. (2010). Merchants of doubt. Bloomsbury Publishing.
Paynter, J., Luskin-Saxby, S., Keen, D., Fordyce, K., Frost, G., Imms, C., Miller, S., 

Trembath, D., Tucker, M., & Ecker, U. (2019). Evaluation of a template for 
countering misinformation—Real-world Autism treatment myth debunk‑
ing. PLoS ONE, 14(1), e0210746. https://​doi.​org/​10.​1371/​journ​al.​pone.​
02107​46

Pennycook, G., McPhetres, J., Zhang, Y., Lu, J. G., & Rand, D. G. (2020). Fighting 
COVID-19 misinformation on social media: Experimental evidence for 
a scalable accuracy-nudge intervention. Psychological Science, 31(7), 
770–780. https://​doi.​org/​10.​1177/​09567​97620​939054

Pennycook, G., & Rand, D. G. (2019). Fighting misinformation on social media 
using crowdsourced judgments of news source quality. Proceedings of 
the National Academy of Sciences of the United States of America, 116(7), 
2521–2526. https://​doi.​org/​10.​1073/​pnas.​18067​81116

Pennycook, G., & Rand, D. G. (2020). Who falls for fake news? The roles of 
bullshit receptivity, overclaiming, familiarity, and analytic thinking. Journal 
of Personality, 88(2), 185–200. https://​doi.​org/​10.​1111/​jopy.​12476

Peterson, E., & Allamong, M. B. (2022). The influence of unknown media on 
public opinion: Evidence from local and foreign news sources. American 
Political Science Review, 116(2), 719–733. https://​doi.​org/​10.​1017/​S0003​
05542​10012​34

Petty, R. E., Cacioppo, J. T., & Goldman, R. (1981). Personal involvement as a 
determinant of argument-based persuasion. Journal of Personality and 
Social Psychology, 41(5), 847–855. https://​doi.​org/​10.​1037/​0022-​3514.​41.5.​
847

Poland, G. A., & Spier, R. (2010). Fear, misinformation, and innumerates: How 
the Wakefield paper, the press, and advocacy groups damaged the public 
health. Vaccine, 28, 2361–2362.

Porlezza, C., & Russ-Mohl, S. (2012). Getting the facts straight in a digital era: 
Journalistic accuracy and trustworthiness. Routledge.

Pornpitakpan, C. (2004). The persuasiveness of source credibility: A critical 
review of five decades’ evidence. Journal of Applied Social Psychology, 34, 
243–281.

Prike, T., Butler, L., & Ecker, U. (2023b). Source-credibility information and social 
norms improve truth discernment and reduce engagement with misinforma-
tion online. PsyArXiv. https://​doi.​org/​10.​31234/​osf.​io/​dhx6f

Prike, T., Blackley, P., Swire-Thompson, B., & Ecker, U. K. H. (2023a). Examining 
the replicability of backfire effects after standalone corrections. Cognitive 
Research: Principles and Implications, 8(1), 39. https://​doi.​org/​10.​1186/​
s41235-​023-​00492-z

Prike, T., & Ecker, U. K. H. (2023). Effective correction of misinformation. Current 
Opinion in Psychology, 54, 101712. https://​doi.​org/​10.​1016/j.​copsyc.​2023.​
101712

Proctor, R. N. (2011). Golden holocaust: Origins of the cigarette catastrophe and 
the case for abolition. University of California Press.

Rich, P. R., & Zaragoza, M. S. (2020). Correcting misinformation in news stories: 
An investigation of correction timing and correction durability. Journal of 
Applied Research in Memory and Cognition, 9(3), 310–322. https://​doi.​org/​
10.​1016/j.​jarmac.​2020.​04.​001

Shen, C., Kasra, M., Pan, W., Bassett, G. A., Malloch, Y., & O’Brien, J. F. (2019). Fake 
images: The effects of source, intermediary, and digital media literacy on 
contextual assessment of image credibility online. New Media & Society, 
21(2), 438–463. https://​doi.​org/​10.​1177/​14614​44818​799526

Simonov, A., Sacher, S., Dubé, J.-P., & Biswas, S. (2022). Frontiers: The persuasive 
effect of Fox News: Noncompliance with social distancing during the 

https://doi.org/10.1016/j.jarmac.2013.10.001
https://doi.org/10.1177/0002764219869402
https://doi.org/10.1177/1367549419886045
https://doi.org/10.1177/1461444818784472
https://doi.org/10.1016/0010-0277(94)90028-0
https://doi.org/10.1080/07421222.2019.1628921
https://doi.org/10.1080/07421222.2019.1628921
https://doi.org/10.31234/osf.io/x8ejt
https://doi.org/10.3758/PBR.15.6.1166
https://doi.org/10.3758/PBR.15.6.1166
https://doi.org/10.1111/j.0956-7976.2005.00802.x
https://doi.org/10.17910/b7.1182
https://osf.io/q7vbr
https://doi.org/10.1016/j.jarmac.2017.07.008
https://doi.org/10.1016/j.jarmac.2017.07.008
https://doi.org/10.1016/j.copsyc.2023.101711
https://doi.org/10.1016/j.copsyc.2023.101711
https://doi.org/10.1080/10463283.2021.1876983
https://doi.org/10.1080/10463283.2021.1876983
https://doi.org/10.1038/s41562-021-01056-1
https://doi.org/10.1037/h0101793
https://doi.org/10.1177/014616728063023
https://doi.org/10.1016/j.pragma.2013.07.012
https://doi.org/10.1186/s41235-020-00251-4
https://doi.org/10.1186/s41235-020-00251-4
https://doi.org/10.3758/s13421-019-00967-9
https://doi.org/10.1371/journal.pone.0210746
https://doi.org/10.1371/journal.pone.0210746
https://doi.org/10.1177/0956797620939054
https://doi.org/10.1073/pnas.1806781116
https://doi.org/10.1111/jopy.12476
https://doi.org/10.1017/S0003055421001234
https://doi.org/10.1017/S0003055421001234
https://doi.org/10.1037/0022-3514.41.5.847
https://doi.org/10.1037/0022-3514.41.5.847
https://doi.org/10.31234/osf.io/dhx6f
https://doi.org/10.1186/s41235-023-00492-z
https://doi.org/10.1186/s41235-023-00492-z
https://doi.org/10.1016/j.copsyc.2023.101712
https://doi.org/10.1016/j.copsyc.2023.101712
https://doi.org/10.1016/j.jarmac.2020.04.001
https://doi.org/10.1016/j.jarmac.2020.04.001
https://doi.org/10.1177/1461444818799526


Page 18 of 18Ecker et al. Cognitive Research: Principles and Implications            (2024) 9:52 

COVID-19 pandemic. Marketing Science, 41(2), 230–242. https://​doi.​org/​
10.​1287/​mksc.​2021.​1328

Sterrett, D., Malato, D., Benz, J., Kantor, L., Tompson, T., Rosenstiel, T., Sonder‑
man, J., & Loker, K. (2019). Who shared it? Deciding what news to trust on 
social media. Digital Journalism, 7(6), 783–801. https://​doi.​org/​10.​1080/​
21670​811.​2019.​16237​02

Susmann, M. W., & Wegener, D. T. (2022). The role of discomfort in the con‑
tinued influence effect of misinformation. Memory & Cognition, 50(2), 
435–448. https://​doi.​org/​10.​3758/​s13421-​021-​01232-8

Susmann, M. W., & Wegener, D. T. (2023a). How attitudes impact the continued 
influence effect of misinformation: The mediating role of discomfort. 
Personality and Social Psychology Bulletin, 49(5), 744–757. https://​doi.​org/​
10.​1177/​01461​67222​10775​19

Susmann, M. W., & Wegener, D. T. (2023b). The independent effects of source 
expertise and trustworthiness on retraction believability: The moderating 
role of vested interest. Memory & Cognition, 51(4), 845–861. https://​doi.​
org/​10.​3758/​s13421-​022-​01374-3

Swire, B., Berinsky, A. J., Lewandowsky, S., & Ecker, U. K. H. (2017). Processing 
political misinformation: Comprehending the trump phenomenon. Royal 
Society Open Science, 4, 160802. https://​doi.​org/​10.​1098/​rsos.​160802

Swire-Thompson, B., DeGutis, J., & Lazer, D. (2020). Searching for the backfire 
effect: Measurement and design considerations. Journal of Applied 
Research in Memory and Cognition, 9(3), 286–299. https://​doi.​org/​10.​
1016/j.​jarmac.​2020.​06.​006

Swire-Thompson, B., Dobbs, M., Thomas, A., & DeGutis, J. (2023). Memory 
failure predicts belief regression after the correction of misinformation. 
Cognition, 230, 105276. https://​doi.​org/​10.​1016/j.​cogni​tion.​2022.​105276

Swire-Thompson, B., & Lazer, D. (2020). Public health and online misinforma‑
tion: Challenges and recommendations. Annual Review of Public Health, 
41, 433–451. https://​doi.​org/​10.​1146/​annur​ev-​publh​ealth-​040119-​094127

Tay, L. Q., Hurlstone, M. J., Kurz, T., & Ecker, U. K. H. (2022). A comparison of 
prebunking and debunking interventions for implied versus explicit 
misinformation. British Journal of Psychology, 113(3), 591–607. https://​doi.​
org/​10.​1111/​bjop.​12551

Tay, L. Q., Lewandowsky, S., Hurlstone, M. J., Kurz, T., & Ecker, U. K. H. (2023). A 
focus shift in the evaluation of misinformation interventions. Harvard Ken-
nedy School Misinformation Review. https://​doi.​org/​10.​37016/​mr-​2020-​124

Tay, L. Q., Lewandowsky, S., Hurlstone, M. J., Kurz, T., & Ecker, U. K. H. (2024). 
Thinking clearly about misinformation. Communications Psychology, 2(1), 
1. https://​doi.​org/​10.​1038/​s44271-​023-​00054-5

Tormala, Z. L., Briñol, P., & Petty, R. E. (2007). Multiple roles for source credibility 
under high elaboration: It’s all in the timing. Social Cognition, 25(4), 
536–552. https://​doi.​org/​10.​1521/​soco.​2007.​25.4.​536

Traberg, C. S., & van der Linden, S. (2022). Birds of a feather are persuaded 
together: Perceived source credibility mediates the effect of political bias 
on misinformation susceptibility. Personality and Individual Differences, 
185, 111269. https://​doi.​org/​10.​1016/j.​paid.​2021.​111269

Tsang, S. J. (2021). Motivated fake news perception: The impact of news 
sources and policy support on audiences’ assessment of news fakeness. 
Journalism & Mass Communication Quarterly, 98(4), 1059–1077. https://​doi.​
org/​10.​1177/​10776​99020​952129

van der Linden, S., Leiserowitz, A. A., Rosenthal, S. A., Feinberg, G. D., & Maibach, 
E. W. (2017). Inoculating the public against misinformation about climate 
change. Global Challenges. https://​doi.​org/​10.​1002/​gch2.​20160​0008

van der Meer, T. G. L. A., & Jin, Y. (2020). Seeking formula for misinformation 
treatment in public health crises: The effects of corrective information 
type and source. Health Communication, 35(5), 560–575. https://​doi.​org/​
10.​1080/​10410​236.​2019.​15732​95

Vraga, E. K., & Bode, L. (2017). Using expert sources to correct health misinfor‑
mation in social media. Science Communication, 39(5), 621–645. https://​
doi.​org/​10.​1177/​10755​47017​731776

Vraga, E. K., & Bode, L. (2018). I do not believe you: How providing a source cor‑
rects health misperceptions across social media platforms. Information, 
Communication & Society, 21(10), 1337–1353. https://​doi.​org/​10.​1080/​
13691​18X.​2017.​13138​83

Walter, N., Cohen, J., Holbert, R. L., & Morag, Y. (2020). Fact-checking: A meta-
analysis of what works and for whom. Political Communication, 37(3), 
350–375. https://​doi.​org/​10.​1080/​10584​609.​2019.​16688​94

Walter, N., & Tukachinsky, R. (2020). A meta-analytic examination of the contin‑
ued influence of misinformation in the face of correction: How powerful 

is it, why does it happen, and how to stop it? Communication Research, 
47(2), 155–177. https://​doi.​org/​10.​1177/​00936​50219​854600

Westbrook, V., Wegener, D. T., & Susmann, M. W. (2023). Mechanisms in con‑
tinued influence: The impact of misinformation corrections on source 
perceptions. Memory & Cognition, 51(6), 1317–1330. https://​doi.​org/​10.​
3758/​s13421-​023-​01402-w

Wintersieck, A., Fridkin, K., & Kenney, P. (2021). The message matters: The influ‑
ence of fact-checking on evaluations of political messages. Journal of 
Political Marketing, 20(2), 93–120. https://​doi.​org/​10.​1080/​15377​857.​2018.​
14575​91

Wood, R. M., Juanchich, M., Ramirez, M., & Zhang, S. (2023). Promoting COVID-
19 vaccine confidence through public responses to misinformation: The 
joint influence of message source and message content. Social Science & 
Medicine (1982), 324, 115863. https://​doi.​org/​10.​1016/j.​socsc​imed.​2023.​
115863

Zhu, B., Chen, C., Loftus, E., Lin, C., & Dong, Q. (2010). Treat and trick: A new way 
to increase false memory. Applied Cognitive Psychology, 24, 1199–1208.

Ziemer, C.-T., & Rothmund, T. (2024). Psychological underpinnings of misinfor‑
mation countermeasures. Journal of Media Psychology. https://​doi.​org/​10.​
1027/​1864-​1105/​a0004​07

Zmigrod, L., Burnell, R., & Hameleers, M. (2023). The misinformation receptiv‑
ity framework: Political misinformation and disinformation as cognitive 
Bayesian inference problems. European Psychologist, 28(3), 173–188.

Publisher’s Note
Springer Nature remains neutral with regard to jurisdictional claims in pub‑
lished maps and institutional affiliations.

https://doi.org/10.1287/mksc.2021.1328
https://doi.org/10.1287/mksc.2021.1328
https://doi.org/10.1080/21670811.2019.1623702
https://doi.org/10.1080/21670811.2019.1623702
https://doi.org/10.3758/s13421-021-01232-8
https://doi.org/10.1177/01461672221077519
https://doi.org/10.1177/01461672221077519
https://doi.org/10.3758/s13421-022-01374-3
https://doi.org/10.3758/s13421-022-01374-3
https://doi.org/10.1098/rsos.160802
https://doi.org/10.1016/j.jarmac.2020.06.006
https://doi.org/10.1016/j.jarmac.2020.06.006
https://doi.org/10.1016/j.cognition.2022.105276
https://doi.org/10.1146/annurev-publhealth-040119-094127
https://doi.org/10.1111/bjop.12551
https://doi.org/10.1111/bjop.12551
https://doi.org/10.37016/mr-2020-124
https://doi.org/10.1038/s44271-023-00054-5
https://doi.org/10.1521/soco.2007.25.4.536
https://doi.org/10.1016/j.paid.2021.111269
https://doi.org/10.1177/1077699020952129
https://doi.org/10.1177/1077699020952129
https://doi.org/10.1002/gch2.201600008
https://doi.org/10.1080/10410236.2019.1573295
https://doi.org/10.1080/10410236.2019.1573295
https://doi.org/10.1177/1075547017731776
https://doi.org/10.1177/1075547017731776
https://doi.org/10.1080/1369118X.2017.1313883
https://doi.org/10.1080/1369118X.2017.1313883
https://doi.org/10.1080/10584609.2019.1668894
https://doi.org/10.1177/0093650219854600
https://doi.org/10.3758/s13421-023-01402-w
https://doi.org/10.3758/s13421-023-01402-w
https://doi.org/10.1080/15377857.2018.1457591
https://doi.org/10.1080/15377857.2018.1457591
https://doi.org/10.1016/j.socscimed.2023.115863
https://doi.org/10.1016/j.socscimed.2023.115863
https://doi.org/10.1027/1864-1105/a000407
https://doi.org/10.1027/1864-1105/a000407

	Don’t believe them! Reducing misinformation influence through source discreditation
	Abstract 
	Introduction
	Experiment 1
	Method
	Participants
	Materials
	Procedure

	Results
	Discussion
	Experiment 2
	Method
	Participants
	Materials
	Procedure

	Results
	Misinformation reliance
	Source credibility and new claim belief

	Discussion
	General discussion
	Conclusion
	Appendix: Example articles and test questions from both experiments
	Acknowledgements
	References


